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1 Exercise 1: Expectation Maximization (EM)

1.1 Notations
Assume that the data are sorted with missing data at the beginning and that we have:
e Number of appearances of dj, in the data: my,

e Number of appearances of s;; in the data: m;;

1.2 Likelihood

m
L(data/parameters) = H albly - b,
j=1
K-1 K-1 mK n [L-—1 L-1 L
SR ICRI (I T R ot
k=1 k=1 i=1 Li=1 =1

We have gathered the different factor but the last one is expressed with the others to ensure the
summation to one, as we are dealing with probabilities.
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1.3 Maximum likelihood of the parameters

L-1
Z milog (buk) — mirlog (Z bilk>‘|

=1

K-1 n
logL = Z mglog (ar) — mglog (Z ak) + Z
=1 i=1

OlogL — my, mK o= Mk _ mK
Oay @k Zk 1 Ok a Y

Ologl _'may _ _ mair o Ma _ M

Ok bak S by, bitk 2 b

1.4 Marginal log likelihood

Before computing, the missing data has been put at the beginning of the data, that’s why we
will multiply from 1 to p:

p
L(data) = Z p(D? = di/S] = s1,--, 50 = s5,)

j=1 Lk=1

L(data) =

p K
Z ap X b
i=1 k:lp S = S11, " S’fl *Snl)

<.

1.5 Expectation step

o = p(d/s1---sh)
_ p(d)p(s] s /dy)
p(st - S%)
_ 21:1 p<51z "f Spu/di)
p(s{ PR S"Zl)
_ ZlL:l bik
p(s{ coesh)

1.6 Expected complete log likelihood

We have basically have to add the log likelihood of the data that were completed with the
complete data. Let us first compute the log likelihood of the completed data:

ar X b
p(S] = s11,-+, 5% = 501)

NE

L(incomplete data ) =

<.
Il
—

CLk X bdk X Ck
p(di, S = s11,+++, 5% = su1)

1 I
M~ T
Mw M 11 M7 11

<.
Il
—

ajp X bilk ><C?C

— ap X by,
i=
p .
= 2>
=1
P
_ Z ag Zl 1 zlk
B J
j=1k=1 (st sn)

March 26, 2004 http:/ /www.maxime-chambreuil. fr.st 2



$INSR T McGill

oo rovew Probabilistic Reasoning in Al - Comp 526

So the expected complete log likelihood is:

K-1 K-1 n
logL( all data ) Z myglog (ar) —milog ( ak> +Z
k=1 i=1

k=1

L—-1
Z miilog (buk) — mirlog <Z bilk>‘|

=1

p K
+log [ZZ o Ei ”k]

j=1k=1 ©sn)

1.7 Maximization step

1.8 Algorithm
2 Exercise 2 : Hidden Markov Models (HMM)

a(Stv1) = p(St+1/Y0, 5 Yer1)
_ P(St+1,90, -+, Ye41)
oY, i)
225, P(os St Y, Se1, Y1)
B p(Wo, - Ye+1)
_ 25, PWe1/Ser1)p(Ses1/ St yo, -+ ye)p(Se, Yo, -+ 5 i)
B (Yo, Yea1)
~ 22s, PWer /Se1)p(Si1/S)p(Se.yo, -+ )
B (Yo, Y1)

25, PWe+1/Se41)p(St41/S)p(Se /Yo, -+, y)p(Yo, -~ -, Yt)
P(Ye+1/Y0, - ye) X (Yo, -+, )
PWes1/St+1) X P(Yo, -+, ye) X D2g, P(Se1/Se) x aSy)
P(Ye1/Yos++ ye) X p(Yo,+ 5 Ye)

P(Yi+1/St4+1) X Dg, P(St+1/St) X a(St)
Zst+lp(5t+1,yt+1/y0, L Yt)
P(Yi+1/Se41) X Xog, P(Se41/5t) x a(Sy)
25000 PWe+1/Se41)
P(Ye+1/St41) X D, P(St+1/5t) x a(St)
P(Ye41)

a(Sep1) =

3 Exercise 3 : Problem formulation

e State S;: position on the map at time t

e Observation y;: Result given by the sensor at time t, binary variable (Hallway / Intersec-
tion).

This problem can be formulated with an Hidden Markov Model (HMM), as we know the state
through observations that can be false. As Robby wants to know where it is at time t knowing
everything it has observed before (p (S: / yo, - - -, ¥+ )), Iwould use filtering to solve the inference
problem.

Considering the map as a grid, I assume Robby can move to any of 8 states around him with an
equal probability:

1
Pggr = 3
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Concerning the observation:

_J 0,9 if the sensor is right
p(ye/5h) = { 0,1 otherwise

4 Exercise 4 : Structural EM

When EM will complete the data, it has no reason to arrange any connection between H and
any other variables X. So each network with an additional arc between H and another variable
will have the same score as other net with an arc between H and another X. During the remove
step, this arc would be removed as it would be the least relevant arc and the best network is the
one without connection.

In fact there is 2 choices for the best net: no connection between H and Xs, and all Xs connected
to H. The relationship between H and Xs are the same and constant. If this constant is strong
enough to be represented by an arc, then the best nets has all arcs; if not the no-connection net
remains the best.
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